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A Data Center Virtualization Overview Front-End Virtualisation

A Front-End Data Center Virtualization @ @ @ @ @
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iﬂl ‘ Aggregation Layer Virtual Network Services
Networking Services
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A Server Virtualization

Hypervisors
Virtual Access Layer

Q}Tf W Virtualized Services

Server 10 Virtualization
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VM’s Mobility Across Physical Server Boundaries and Keeping Services
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A The Application Services
provided by the Network
need to respond and be
aligned to meet the new
geometry of the VMs

Close interaction required
between the assets

Virtual LANs | ommmmmmaee | Virtual LANs :.’"lr]f'ér?ﬁé{iéﬁ"‘.: provisioning Virtualized
; , i Access Layer 1 , : K Layer | Infrastructure and the
SRR ::\ Service Chain | Virtal Svc's /4~ Service Chain | Application Services
=y e e ee— . ' supporting the Virtual
n Machines.
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: Access Layer Logic Layer
| Service Chain Service Chain
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Moving to a fully virtualized Data Center, with Any to Any Connectivity L,
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Core Layer

' Nexus 7000
10GbE Core
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mmmm 4/3Gb FiberChannel
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gregation
Layer
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Nexus 5500 & CBS 31xx Nexus 7000 Nexus 5500 & Nexus4000
<L | S2talyst 0900  Nexus 2200 Blade End-of-Row FCOE DCB switch
EESU? E Top-of-Rack Nexus 2232 FT Module CiscoUCS
NG-OI-ow Top-of-Rack

1GbE Server Access

4/8GbServer Access via dual HBA ™~ (SAN A | B) 10GbE and 4/8Gb FC Server Access .
*not on the diagram 10Gb DCB / FCoE Server Access



A Hypervisor based server virtualization
and the associated capabilities (vMotion,
Live Migration, etc.) are changing
multiple aspects of the Data Center

Data Center Row 1

design

A Where is the server now?
A Where is the access port?
A Where does the VLAN exist?
A Any VLAN Anywhere?

A How large do we need to scale
Layer 27

A What are the capacity planning
requirements for flexible workloads?
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o/ml
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Data Center Row 2

A Where are the policy boundaries with
flexible workload (Security, QoS, WAN
acceleration, ¢é&)2?7




Typical DC Challenges What are the 1 mplic
L2 Fate-sharing Dynamic Arouting peri®t ocol
VLAN Location Any VLAN anywhere resonates well
L2 Adjacency Lower oversubscription
Higher Scale Larger subnet sizes
L3 Access Global VLANS
App Environments Specific app environments Designs

aggregation
switches

Density and
Capabilities of
access switch

Access Ports in SRR e J’

' management domain Modern Pod
= s e




OTV: Layer 2
Extension
_ VDC: Virtual 7
=<l | * | \ Device
-o’-» ACE|| 5
ACE ~ — - Contexts %
NXxOS& Modular O ;I)
Operating System commagn =
across the DC @ c%

ISSUD True norstop ASA Friemass

operations — _

P ) Unified Fabric

vPC3 Between Nexus Sasaas MultiHop FCol

layers for bsectional =™ SRR VA - Unified Ports
bandwidht use (no STP FEX °>’,
loops) by
DCNM Consolidated 8
Configuration and Host FET + FEX] -

Management Facing Cabling cos L/10GE

vPC efficiencies ‘ FC E—

Converged

Virtualized Interfaces| rFcoE link
Adapter FEX, VWEX |Dedicated =~ e
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FabricPath)

FabricPath enabled for LAN traffic
Dual Switch core for SAN A & SAN B

All Access and Aggregation switches are
FCoE FCF switches

Dedicated links between switches are
VE_Ports

Storage VDC (Nexus 7000 only) for
additional operation separation at high
function agg/core (aka spine)

Imlgroved HA and scale over vPC (ISIS,
RPF, é and N+1 redun

SAN can utilize higher performance, higher
density, lower cost Ethernet switches
(including unified ports)

(*) FC connectivity to storage only available
on Nexus 5000/5500. FCoE targetand
NAS / ISCSI target connectivity to any
Nexus switch.

‘ Leaf Laye?_‘ ‘ Spine Layer ‘

1/10GE
FC

Converged
FCoE link

Dedicated
FCoE link

FabricPath




A Data Center Virtualization Overview

A Front-End Data Center Virtualization
Core Layer
Aggregation Layer
Networking Services
Access Layer

A Server Virtualization
Hypervisors
Virtual Access Layer
Virtualized Services
Server IO Virtualization

A Back-End Virtualization
Virtual HBA & NPV
Unified 10 & FCoE
SAN & Storage

A Q&A

Front-End Virtualisation

Virtual Network Services

Virtual Machines & 10 Virtualisation
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Virtual SANs [ Unified 10
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Virtual Storage
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Access Layer

1GbE Server Access

4/8GbServer Access via dual HBA " (SAN A | B) 10GbE and 4/8Gb FC Server Access
“noton the diagram 10Gb DCB/ FCOE Server Access
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@ Nexus 7000

. g T - Process ANADEFO
- Crashes

Process DEF in VDC A Is
Not Affected and Will
Continue to Run
Unimpeded
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Process DEF
Process XYZ
Process XYZ

Protocol Stack

Kernel

Nexus 7000 Physical Switch
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Linecard 1

ACL TCAM

Size 64K
FIB TCAM
Size 128K
Linecard 4

ACL TCAM
Size 64K

FIB TCAM
Size 128K

VDC-1

IP routes: 20K
ACL entries: 10K

VDC-3
IP routes: 100K
ACL entries: 50K

Linecard 2
ACL TCAM
Size 64K
FIB TCAM
Size 128K
Linecard 3

FIB TCAM
Size 128K

ACL TCAM
Size 64K




------- Gigabit Ethernet
mmmmmm 10 Gigabit Ethernet
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1GbE Server Access

4/8GbServer Access viadual HBA " (SANA | B)
“not on the diagram

10GbE and 4/8Gb FC Server Access
10Gb DCB/ FCOE Server Access
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Virtual Port Channel (vPC)
2

L2

\11

\\

Non-vPC vPC

7

Bi-sectional BW with vPC

vPC s a Port-channeling concept extending link aggregation to
two separate physical switches

Allows the creation of resilient L2 topologies based on Link
Aggregation.

Eliminates the need for STP in the access-distribution Layer

Physical Topology Logical Topology

Virtual Port Channel

Enable seamless VM Mobility, Server HA Clusters
Scale Available Layer 2 Bandwidth

Dual-homed server operate in active-active mode
Simplify Network Design

Available on Nexus 7000 and Nexus 5000 / 5500
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I vPC b

32-Way Port-Channel i Double-sided VPC

A Multilayer vPC can join eight active

member ports of the port-channels in Dogféﬁ'ifé%fgr‘e’m
a unigue 16-way port-channel*

A vPC peer load-balancing is LOCAL Nexus = ——
to the peer device 7000 ~ :

A Each vPC peer has only eight active 32-way port
links, but the pair has 16 active load ~ channel
balanced links (M-series LC) Nexus & =zg---- .g
support 16 way active port-channel

e
load balancing, providing for a 32

=1 m =
way VPC port channel I

A F-series Nexus 7000 line cards




Layer 3 and vPC

Router/Firewall on a stick with VDC

Router/Firewall ___, .,

Router/FlrewaII

Physical Device

G Routing Protocol Peer

Layer 3 VDC

Layer 2 VDC
vPC Domain no Dynamic Routing Layer 2 vPC

S &m

<—> Dynamic Peering
Relationship




FabricPath

Upto 16 Agg

% switches

160+ Tbps
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Traditional Spanning Tree Based Network Cisco FabricPath Network
-Blocked Links -All Links Active

A Eliminate Spanning tree limitations
A Multi-pathing across all links, high cross-sectional bandwidth
A High resiliency, faster network re-convergence

A Any VLAN, any where in the fabric eliminate VLAN Scoping




Nexus

Spanning-Tree FabricPath

- Upto 16 Switﬂes

—

0N

\;é%% ﬁ @

\/ \\/ \/ \\

Active Paths

Pod Up to 10 Tbps Up to 20 Tbps Up to 160 Tbps

Bandwidth
Layer 2 Scalability
1frastructure Virtualization and Capacity
o B BT 2 aaaaaass '
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Core
Layer

Aggregation

Access Layer
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------- Gigabit Ethernet
mmmmmm 10 Gigabit Ethernet
10 Gigabit DCB
[ 4/8GDb Fiber Channel
10 Gigabit FCoE/DCB

Networking
Services

(AR nan

1GbE Server Access
4/8GbServer Access viadual HBA " (SANA | B)
“not on the diagram

SANA

10GbE and 4/8Gb FC Server Access
10Gb DCB/ FCOE Server Access
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BU-1

v105

BU-2

v206

Nl e nrrmdo VRFs (MSF

v7

[P
.

|
iyt
v107

Firewall Module Contexts
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ACE Module Contexts
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A Servicesared Sandwi bdweaho
Nexus VDCs

A Stateful Firewall: Virtual Contexts, A
Transparent mode Vgg

A ACE Load-balancer: Routed Two-arm mode,
Virtual Contexts

Rationale for VDC sandwich design

A Merging access/aggregation without Services
sacrificing the functional management of Contexts
each layer

A Inter Tenant (VM-to-VM and Multi-tier
Flows), policy Management (Security, QoS,
BW etc)

A Operational isolation (change mgmt, span

of control) of access-layer versus Sub-Agg
core/aggregation VDC
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L3

A Reduced complexity with multi-tenant design.

A Network Multi-tenancy definition and scope
will not be limited to service blade.

A Container definition is not tied just to Core
services blade
A Improved Convergence and Scalability
A Service will be isolated via L3 port-channel Aggregation

to/from VSS.
A Isolation and flexibility on insertion of

appliance based model. Services
AReduced fAal ways inl i negeef

VSS and Aggregation-layer

A Better technology and feature integration

A Ease of Multicast support

A Separation of core VDC i freeing VDC
resources at the aggregation layer for
Storage & OTV

A Aggregation VDC will not be split (agg /
sub-agg) and will represent single L2/L3
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FC

A Eliminates edge FC switch
Domain ID

A Edge FC switch acts as an
NPIV host

A Simplifies server and
SAN management and operations

A Increases fabric scalability

NPV

Blade Switch

Edge Switch
Acts as a
NPIV Host

NPV _-Enabled
Switches Do
Mot Use

Domain IDs/_L/

Supports
Up to 100 Edge
Switches

L/

Tier 1 Tier2 Tape Farm




Overlay Transport Virtualization (OTV)

OTV at a Glance
AEt hernet traffic between sites i s enca

A Dynamic encapsulation based on MAC routing table

A No Pseudo-Wire or Tunnel state maintained

panee  [RCHANACEN




OTV Y

MAC Table contains
MAC addresses reachable through
IP addresses

OTV Inter-Site Traffic VLAN  MAC IF VLAN  MAG I

100 MAC1 Eth2

a 100 MAC 1
100 MAC?2 Eth1 °

Layer 2 100 MAC 2
Lookup 100 MAC3 IPB Layer 2
100 MAC 4

East




POD

Cisco Innovation towards an end-end Fabric:

A Cisco FabricPath: Scalable Fabric for Application Deployment Flexibility

A OTV : Layer 2 extensions over Layer 3 for distributed Clustered Applications
A LISP: IP mobility, optimized routing

Data Center Interconnect Extension
Overlay Transport Virtualization (OTV)

s Bl

sl ) 8 Ny N &y

Classical Pod Scalable Pod Highly Scalable Pod
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<L | Stalyst 0900  Nexus 2200 Blade End-of-Row FCoE DCB switch
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End-of-Row Top-of-Rack
1GbE Server Access
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@ 1/10GE/FCoE:

Nexus 2200 ( 0 FEX)

Nexus 5000
Virtualized Chassis

I
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Nexus 5000 Fabric EXtender (FEX)

The Nexus 5000 Fabric Extender (FEX) acts as a remote

line card (module) for the Nexus 5000, retaining all centralized
management and configuration on the Nexus 5000, transforming it to a Virtualized Chassis
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Cisco Nexus 2000 Unified Server
Access Architecture

A N2K inherits the features from parent switch

Nexus 5000 N X.US 700 .

Unified
Access
Layer

Direct Attach
10GE

Z
@D
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c Ay
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10GE Blade

Switch w/ FCoE UCS Compute
(1IBM/Dell) Blade & Rack

UGERaCtk:
Mount Servers Mount Servers




ToZ2R: Nexus 2200
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Nexus 7000

Nexus 7000

Aggregation Layer
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Nexus 5500

Nexus 5500
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Access Layer

Nexus 2200
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