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Tip

Note

New and Changed Information

This chapter provides release-specific information for each new and changed troubleshooting guideline
for the Cisco MDS SAN-OS Release 2.x software. The Cisco MDS 9000 Family Troubleshooting Guide,
Release 2.x is updated to address each new and changed guideline in the Cisco MDS SAN-OS Release
2.x software. The latest version of this document is available at the following Cisco Systems website:
http://www.cisco.com/en/US/products/ps5989/prod_troubleshooting_guides_list.html

The troubleshooting guides created for previous releases are also listed in the website mentioned above.
Each guide addresses the features introduced in or available in those releases. Select and view the
troublehsooting guide pertinent to the software installed in your switch.

To check for additional information about Cisco MDS SAN-OS Release 2.x, refer to the Cisco MDS
9000 Family Release Notes available at the following Cisco Systems website:
http://www.cisco.com/en/US/products/hw/ps4159/ps4358/prod_release_notes_list.html

Table 1 summarizes the new and changed features for the Cisco MDS 9000 Family Troubleshooting
Guide, Release 2.x, and tells you where they are documented. The table includes a brief description of
each new feature and the release in which the change occurred.

This updated version of the Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x has been
reorganized from earlier versions to better address the most common troubleshooting issues in Cisco
SAN-OS Release 2.x.

Table 1 New and Changed Features for Release 2.x
Changed

Feature Description in Release |Where Documented
Upgrades/Downgrades Added troubleshooting Cisco SAN-OS upgrades, |All Chapter 2, “Troubleshooting

downgrades and reboots and bootflash recovery. |releases Installs, Upgrades, and Reboots”
Hardware Added troubleshooting Fans, power supplies and |All Chapter 3, “Troubleshooting

clock modules. releases Hardware”
Licenses Added troubleshooting license issues. 1.3(1) Chapter 4, “Troubleshooting

Licensing”
Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Table 1 New and Changed Features for Release 2.x (continued)
Changed
Feature Description in Release |Where Documented
Domains, FSPF Added troubleshooting options for domains and |All Chapter 6, “Troubleshooting
FSPF. releases Ports”
Inter-VSAN Routing Describes troubleshooting IVR, including IVR  |2.1(2b) Chapter 8, “Troubleshooting
(IVR) Enhancements NAT and I'VR auto topology. IVR”
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Preface

This document is intended to provide guidance for troubleshooting issues that may appear when
deploying a storage area network (SAN) using the Cisco MDS 9000 Family of switches. This document
introduces tools and methodologies to recognize a problem, determine its cause, and find possible

solutions.

Document Organization

This document is organized into the following chapters:

Chapter Title Description

Chapter 1 Troubleshooting Overview Describes basic concepts, methodology, and
tools to use for troubleshooting.

Chapter 2 Troubleshooting Installs, Describes how to identify and resolve problems

Upgrades, and Reboots that might occur when installing, upgrading, or
rebooting Cisco MDS 9000 Family hardware.

Chapter 3 Troubleshooting Hardware Describes how to identify and resolve problems
that might occur when replacing modules, fans,
chassis, power supplies or other hardware.

Chapter 4 Troubleshooting Cisco Fabric Describes procedures used to troubleshoot

Services Cisco Fabric Services (CFS) problems.

Chapter 5 Troubleshooting Licensing Describes procedures used to troubleshoot
licensing issues.

Chapter 6 Troubleshooting Ports Describes how to identify and resolve problems
that might occur when using port interfaces.

Chapter 7 Troubleshooting VSANS, Describes how to identify and resolve problems

Domains, and FSPF that might occur when using Virtual Storage
Area Networks (VSANS).

Chapter 8 Troubleshooting IVR Describes how to debug and resolve
Inter-VSAN Routing (IVR) configuration
issues.

Chapter 9 Troubleshooting Zones and Zone |Describes how to identify and resolve problems

Sets

that might occur while implementing zones and
zone sets.

[ oL-9076-01
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Chapter Title Description

Chapter 10 Troubleshooting IP Storage Describes how to identify and resolve problems
Services that might occur when using IP Services.

Chapter 11 Troubleshooting IPsec Describes procedures used to troubleshoot IP

security (IPsec) and Internet Key Exchange
(IKE) encryption issues.

Chapter 12 Troubleshooting Fabric Manager | Describes procedures used to troubleshoot
Problems Fabric Manager.
Appendix A Before Contacting Technical Describes the steps to perform before calling for
Support technical support with any Cisco MDS 9000
Family product.
Appendix B Troubleshooting Tools and Describes the troubleshooting tools and
Methodology methodology available for the Cisco MDS 9000

Family product.

Document Conventions

Command descriptions use these conventions:

boldface font Commands and keywords are in boldface.

italic font Arguments for which you supply values are in italics.

[ ] Elements in square brackets are optional.

[xlylz] Optional alternative keywords are grouped in brackets and separated by vertical
bars.

string A nonquoted set of characters. Do not use quotation marks around the string or
the string will include the quotation marks.

Screen examples use these conventions:

screen font Terminal sessions and information the switch displays are in screen font.

boldface screen font |Information you must enter is in boldface screen font.

italic screen font Arguments for which you supply values are in italic screen font.

< > Nonprinting characters, such as passwords are in angle brackets.

[ ] Default responses to system prompts are in square brackets.

L # An exclamation point (!) or a pound sign (#) at the beginning of a line of code

indicates a comment line.

This document uses the following conventions:

Note = Means reader take note. Notes contain helpful suggestions or references to material not covered in the
manual.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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A

Caution  Means reader be careful. In this situation, you might do something that could result in equipment
damage or loss of data.

Related Documentation

The documentation set for the Cisco MDS 9000 Family includes the following documents. To find a
document online, use the Cisco MDS SAN-OS Documentation Locator at:
http://www.cisco.com/en/US/products/ps5989/products_documentation_roadmap09186a00804500c1.html.

For information on IBM TotalStorage SAN Volume Controller Storage Software for the Cisco MDS
9000 Family, refer to the IBM TotalStorage Support website:
http://www.ibm.com/storage/support/2062-2300/

Release Notes

e Cisco MDS 9000 Family Release Notes for Cisco MDS SAN-OS Releases

e Cisco MDS 9000 Family Release Notes for Storage Services Interface Images
e Cisco MDS 9000 Family Release Notes for Cisco MDS SVC Releases

e Cisco MDS 9000 Family Release Notes for Cisco MDS 9000 EPLD Images

Compatibility Information

e Cisco MDS 9000 SAN-OS Hardware and Software Compatibility Information
e Cisco MDS 9000 Family Interoperability Support Matrix

e Cisco MDS SAN-OS Release Compatibility Matrix for IBM SAN Volume Controller Software for
Cisco MDS 9000

e Cisco MDS SAN-OS Release Compatibility Matrix for Storage Service Interface Images

Regulatory Compliance and Safety Information

e Regulatory Compliance and Safety Information for the Cisco MDS 9000 Family

Hardware Installation

e Cisco MDS 9500 Series Hardware Installation Guide
e Cisco MDS 9200 Series Hardware Installation Guide
e Cisco MDS 9216 Switch Hardware Installation Guide
e Cisco MDS 9100 Series Hardware Installation Guide
e Cisco MDS 9020 Fabric Switch Hardware Installation Guide

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Cisco Fabric Manager

Cisco MDS 9000 Family Fabric Manager Quick Configuration Guide
Cisco MDS 9000 Family Fabric Manager Configuration Guide
Cisco MDS 9000 Fabric Manager Online Help

Command-Line Interface

Cisco MDS 9000 Family Software Upgrade and Downgrade Guide

Cisco MDS 9000 Family CLI Quick Configuration Guide

Cisco MDS 9000 Family CLI Configuration Guide

Cisco MDS 9000 Family Command Reference

Cisco MDS 9000 Family Quick Command Reference

Cisco MDS 9020 Fabric Switch Configuration Guide and Command Reference
Cisco MDS 9000 Family SAN Volume Controller Configuration Guide

Troubleshooting and Reference

Cisco MDS 9000 Family Troubleshooting Guide

Cisco MDS 9000 Family MIB Quick Reference

Cisco MDS 9020 Fabric Switch MIB Quick Reference

Cisco MDS 9000 Family CIM Programming Reference
Cisco MDS 9000 Family System Messages Reference

Cisco MDS 9020 Fabric Switch System Messages Reference

Installation and Configuration Note

Cisco MDS 9000 Family SSM Configuration Note
Cisco MDS 9000 Family Port Analyzer Adapter Installation and Configuration Note

Obtaining Documentation

Cisco.com

You can access the most current Cisco documentation at this URL:

http://www.cisco.com/techsupport

Cisco documentation and additional literature are available on Cisco.com. Cisco also provides several
ways to obtain technical assistance and other technical resources. These sections explain how to obtain
technical information from Cisco Systems.

l_ Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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You can access the Cisco website at this URL:
http://www.cisco.com
You can access international Cisco websites at this URL:

http://www.cisco.com/public/countries_languages.shtml

Product Documentation DVD

The Product Documentation DVD is a comprehensive library of technical product documentation on a
portable medium. The DVD enables you to access multiple versions of installation, configuration, and
command guides for Cisco hardware and software products. With the DVD, you have access to the same
HTML documentation that is found on the Cisco website without being connected to the Internet.
Certain products also have .PDF versions of the documentation available.

The Product Documentation DVD is available as a single unit or as a subscription. Registered Cisco.com
users (Cisco direct customers) can order a Product Documentation DVD (product number
DOC-DOCDVD= or DOC-DOCDVD=SUB) from Cisco Marketplace at this URL:

http://www.cisco.com/go/marketplace/

Ordering Documentation

Registered Cisco.com users may order Cisco documentation at the Product Documentation Store in the
Cisco Marketplace at this URL:

http://www.cisco.com/go/marketplace/

Nonregistered Cisco.com users can order technical documentation from 8:00 a.m. to 5:00 p.m.

(0800 to 1700) PDT by calling 1 866 463-3487 in the United States and Canada, or elsewhere by
calling 011 408 519-5055. You can also order documentation by e-mail at

tech-doc-store-mkpl @external.cisco.com or by fax at 1 408 519-5001 in the United States and Canada,
or elsewhere at 011 408 519-5001.

Documentation Feedback

You can rate and provide feedback about Cisco technical documents by completing the online feedback
form that appears with the technical documents on Cisco.com.

You can submit comments about Cisco documentation by using the response card (if present) behind the
front cover of your document or by writing to the following address:

Cisco Systems

Attn: Customer Document Ordering
170 West Tasman Drive

San Jose, CA 95134-9883

We appreciate your comments.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Cisco Product Security Overview

Cisco provides a free online Security Vulnerability Policy portal at this URL:
http://www.cisco.com/en/US/products/products_security_vulnerability_policy.html
From this site, you will find information about how to:

e Report security vulnerabilities in Cisco products.

e Obtain assistance with security incidents that involve Cisco products.

e Register to receive security information from Cisco.

A current list of security advisories, security notices, and security responses for Cisco products is
available at this URL:

http://www.cisco.com/go/psirt

To see security advisories, security notices, and security responses as they are updated in real time, you
can subscribe to the Product Security Incident Response Team Really Simple Syndication (PSIRT RSS)
feed. Information about how to subscribe to the PSIRT RSS feed is found at this URL:

http://www.cisco.com/en/US/products/products_psirt_rss_feed.html

Reporting Security Problems in Cisco Products

Tip

Cisco is committed to delivering secure products. We test our products internally before we release them,
and we strive to correct all vulnerabilities quickly. If you think that you have identified a vulnerability
in a Cisco product, contact PSIRT:

e For Emergencies only—security-alert@cisco.com

An emergency is either a condition in which a system is under active attack or a condition for which
a severe and urgent security vulnerability should be reported. All other conditions are considered
nonemergencies.

e For Nonemergencies — psirt@cisco.com

In an emergency, you can also reach PSIRT by telephone:
e 1877 228-7302
e 1408 525-6532

We encourage you to use Pretty Good Privacy (PGP) or a compatible product (for example, GnuPG) to
encrypt any sensitive information that you send to Cisco. PSIRT can work with information that has been
encrypted with PGP versions 2.x through 9.x.

Never use a revoked or an expired encryption key. The correct public key to use in your correspondence
with PSIRT is the one linked in the Contact Summary section of the Security Vulnerability Policy page
at this URL.:

http://www.cisco.com/en/US/products/products_security_vulnerability_policy.html

The link on this page has the current PGP key ID in use.

If you do not have or use PGP, contact PSIRT at the aforementioned e-mail addresses or phone numbers
before sending any sensitive material to find other means of encrypting the data.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Obtaining Technical Assistance

Cisco Technical Support provides 24-hour-a-day award-winning technical assistance. The Cisco
Technical Support & Documentation website on Cisco.com features extensive online support resources.
In addition, if you have a valid Cisco service contract, Cisco Technical Assistance Center (TAC)
engineers provide telephone support. If you do not have a valid Cisco service contract, contact your
reseller.

Cisco Technical Support & Documentation Website

Note

The Cisco Technical Support & Documentation website provides online documents and tools for
troubleshooting and resolving technical issues with Cisco products and technologies. The website is
available 24 hours a day, at this URL:

http://www.cisco.com/techsupport

Access to all tools on the Cisco Technical Support & Documentation website requires a Cisco.com user
ID and password. If you have a valid service contract but do not have a user ID or password, you can
register at this URL:

http://tools.cisco.com/RPF/register/register.do

Use the Cisco Product Identification (CPI) tool to locate your product serial number before submitting
a web or phone request for service. You can access the CPI tool from the Cisco Technical Support &
Documentation website by clicking the Tools & Resources link under Documentation & Tools. Choose
Cisco Product Identification Tool from the Alphabetical Index drop-down list, or click the Cisco
Product Identification Tool link under Alerts & RMAs. The CPI tool offers three search options: by
product ID or model name; by tree view; or for certain products, by copying and pasting show command
output. Search results show an illustration of your product with the serial number label location
highlighted. Locate the serial number label on your product and record the information before placing a
service call.

Submitting a Service Request

Using the online TAC Service Request Tool is the fastest way to open S3 and S4 service requests. (S3
and S4 service requests are those in which your network is minimally impaired or for which you require
product information.) After you describe your situation, the TAC Service Request Tool provides
recommended solutions. If your issue is not resolved using the recommended resources, your service
request is assigned to a Cisco engineer. The TAC Service Request Tool is located at this URL:

http://www.cisco.com/techsupport/servicerequest

For S1 or S2 service requests, or if you do not have Internet access, contact the Cisco TAC by telephone.
(ST or S2 service requests are those in which your production network is down or severely degraded.)
Cisco engineers are assigned immediately to S1 and S2 service requests to help keep your business
operations running smoothly.

To open a service request by telephone, use one of the following numbers:

Asia-Pacific: +61 2 8446 7411 (Australia: 1 800 805 227)
EMEA: +32 2 704 55 55
USA: 1800 553-2447

[ oL-9076-01
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For a complete list of Cisco TAC contacts, go to this URL:

http://www.cisco.com/techsupport/contacts

Definitions of Service Request Severity

To ensure that all service requests are reported in a standard format, Cisco has established severity
definitions.

Severity 1 (S1)—An existing network is down, or there is a critical impact to your business operations.
You and Cisco will commit all necessary resources around the clock to resolve the situation.

Severity 2 (S2)—Operation of an existing network is severely degraded, or significant aspects of your
business operations are negatively affected by inadequate performance of Cisco products. You and Cisco
will commit full-time resources during normal business hours to resolve the situation.

Severity 3 (S3)—Operational performance of the network is impaired, while most business operations
remain functional. You and Cisco will commit resources during normal business hours to restore service
to satisfactory levels.

Severity 4 (S4)—You require information or assistance with Cisco product capabilities, installation, or
configuration. There is little or no effect on your business operations.

Obtaining Additional Publications and Information

Information about Cisco products, technologies, and network solutions is available from various online
and printed sources.

e The Cisco Product Quick Reference Guide is a handy, compact reference tool that includes brief
product overviews, key features, sample part numbers, and abbreviated technical specifications for
many Cisco products that are sold through channel partners. It is updated twice a year and includes
the latest Cisco offerings. To order and find out more about the Cisco Product Quick Reference
Guide, go to this URL:

http://www.cisco.com/go/guide

e Cisco Marketplace provides a variety of Cisco books, reference guides, documentation, and logo
merchandise. Visit Cisco Marketplace, the company store, at this URL:

http://www.cisco.com/go/marketplace/

e (Cisco Press publishes a wide range of general networking, training and certification titles. Both new
and experienced users will benefit from these publications. For current Cisco Press titles and other
information, go to Cisco Press at this URL:

http://www.ciscopress.com

® Packet magazine is the Cisco Systems technical user magazine for maximizing Internet and
networking investments. Each quarter, Packet delivers coverage of the latest industry trends,
technology breakthroughs, and Cisco products and solutions, as well as network deployment and
troubleshooting tips, configuration examples, customer case studies, certification and training
information, and links to scores of in-depth online resources. You can access Packet magazine at
this URL:

http://www.cisco.com/packet

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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iQ Magazine is the quarterly publication from Cisco Systems designed to help growing companies
learn how they can use technology to increase revenue, streamline their business, and expand
services. The publication identifies the challenges facing these companies and the technologies to
help solve them, using real-world case studies and business strategies to help readers make sound
technology investment decisions. You can access iQ Magazine at this URL:

http://www.cisco.com/go/igmagazine
or view the digital edition at this URL.:
http://ciscoiq.texterity.com/ciscoiq/sample/

Internet Protocol Journal is a quarterly journal published by Cisco Systems for engineering
professionals involved in designing, developing, and operating public and private internets and
intranets. You can access the Internet Protocol Journal at this URL:

http://www.cisco.com/ipj

Networking products offered by Cisco Systems, as well as customer support services, can be
obtained at this URL:

http://www.cisco.com/en/US/products/index.html

Networking Professionals Connection is an interactive website for networking professionals to share
questions, suggestions, and information about networking products and technologies with Cisco
experts and other networking professionals. Join a discussion at this URL:

http://www.cisco.com/discuss/networking

World-class networking training is available from Cisco. You can view current offerings at
this URL:

http://www.cisco.com/en/US/learning/index.html
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CHAPTER 1

Troubleshooting Overview

This chapter introduces the basic concepts, methodology, and general troubleshooting guidelines for
problems that may occur when configuring and using the Cisco MDS 9000 Family of multilayer
directors and fabric switches.

This chapter includes the following sections:
e Overview of the Troubleshooting Process, page 1-1
e Overview of Best Practices, page 1-2
e Troubleshooting Basics, page 1-2
e Primary Troubleshooting Flowchart, page 1-8
e Overview of Symptoms, page 1-8
e System Messages, page 1-9
e Troubleshooting with Logs, page 1-12
¢ Contacting Customer Support, page 1-14

Overview of the Troubleshooting Process

Step 1
Step 2
Step 3

To troubleshoot your fabric environment, follow these general steps:

Gather information that defines the specific symptoms.
Identify all potential problems that could be causing the symptoms.

Systematically eliminate each potential problem (from most likely to least likely) until the symptoms
disappear.

To identify the possible problems, you need to use a variety of tools and understand the overall storage
environment. For this reason, this guide describes a number of general troubleshooting tools in
Appendix B, “Troubleshooting Tools and Methodology,” including those that are specific to the Cisco
MDS 9000 Family. This chapter also provides a plan for investigating storage issues. See other chapters
in this book for detailed explanations of specific issues.
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Overview of Best Practices

Best practices are the recommended steps you should take to ensure the proper operation of your fabric.
Each chapter includes a section on best practices for the covered Cisco SAN-OS features. We
recommend the following general best practices for most SAN fabrics:

e Maintain a consistent Cisco SAN-OS release across all your Cisco MDS switches.

e Refer to the release notes for your Cisco SAN-OS release for the latest features, limitations, and
caveats.

e Enable system message logging. See the “Overview of Symptoms” section on page 1-8.
e Troubleshoot any new configuration changes after implementing the change.

e Use Fabric Manager and Device Manager to proactively manage your fabric and detect possible
problems before they become critical.

Troubleshooting Basics

This section provides a series of questions that may be useful when troubleshooting a problem with a
Cisco MDS 9000 Family switch or connected devices. Use the answers to these questions to plan a
course of action and to determine the scope of the problem. For example, if a host can only access some,
but not all, of the logical unit numbers (LUNSs) on an existing subsystem, then fabric-specific issues
(such as FSPF, ISLs, or FCNS) do not need to be investigated. The fabric components can therefore be
eliminated from possible causes of the problem.

This section contains the following topics:
e Troubleshooting Guidelines, page 1-2
¢ Gathering Information Using Common Fabric Manager Tools and CLI Commands, page 1-3
e Verifying Basic Connectivity, page 1-4
e Verifying SAN Element Registration, page 1-5
e Fibre Channel End-to-End Connectivity, page 1-5

Troubleshooting Guidelines

The two most common symptoms of problems occurring in a storage network are:
e A host not accessing its allocated storage
e An application not responding after attempting to access the allocated storage

By answering the questions in the following subsections, you can determine the paths you need to follow
and the components that you should investigate further. These questions are independent of host, switch,
or subsystem vendor.

Answer the following questions to determine the status of your installation:

e s this a newly installed system or an existing installation? (It could be a new SAN, host, or
subsystem, or new LUNSs exported to an existing host.)

e Has the host ever been able to see its storage?

e Does the host recognize any LUNs in the subsystem?

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Step 1

Step 2

Step 3

Step 4
Step 5

e Are you trying to solve an existing application problem (too slow, too high latency, excessively long
response time) or did the problem show up recently?

e What changed in the configuration or in the overall infrastructure immediately before the
applications started to have problems?

To discover a SAN problem, use the following general SAN troubleshooting steps:

Gather information on problems in your fabric. See the “Gathering Information Using Common Fabric
Manager Tools and CLI Commands” section on page 1-3.

Verify physical connectivity between your switches and end devices. See the “Verifying Basic
Connectivity” section on page 1-4.

Verify registration to your fabric for all SAN elements. See the “Verifying SAN Element Registration”
section on page 1-5.

Verify the configuration for your end devices (storage subsystems and servers).

Verify end-to-end connectivity and fabric configuration. See the “Fibre Channel End-to-End
Connectivity” section on page 1-5.

Gathering Information Using Common Fabric Manager Tools and CLI
Commands

This section highlights the Fabric Manager tools and CLI commands that are commonly used to
troubleshoot problems within your fabric. These tools and commands are a subset of what you may use
to troubleshoot your specific problem. Each chapter may include tools and commands specific to the
symptoms and possible problems.

Common Fabric Manager Tools

Use the following navigation paths in Fabric Manager or Device Manager to access common
troubleshooting information:

e Overview of switch status—In Fabric Manager, click the Switch Health Analysis icon.

¢ End-to-end connectivity—In Fabric Manager, click the End-to-End Connectivity Analysis icon.
e Fabric configuration— In Fabric Manager, click the Fabric Configuration Analysis icon.

e Module status—In Device Manager, choose Physical > Modules.

¢ Cisco SAN-OS version—In Device Manager, choose Physical > System.

e View logs—In Device Manager, choose Logs > FM Server or Logs > Switch Resident.

e View Fabric Manager events—In Fabric Manager, click the Events tab in the map pane.

e Interface status—In Fabric Manager, choose Switches > Interfaces and select the port type you are
interested in.

e View name server information— In Device Manager, choose FC > Name Server.

e View FLOGI information—In Fabric Manager, choose Switches > Interfaces > FC Physical >
FLOGI.

¢ Analyze the results of merging zones — In Fabric Manager, choose Zone > Merge Analysis.
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Fabric Manager and Device Manager also provide the following tools to proactively monitor your fabric:

ISL performance—In Fabric Manager, click the ISL Performance icon.
Network monitoring—In Device Manage, click the Summary tab.

Performance monitoring—In Fabric Manager, choose Performance > Start Collection.

Common CLI Commands

Issue the following commands and examine the outputs:

S

show module

show version

show running-config

show logging log

show interfaces brief

show fcns

show flogi

show hardware internal errors
show zoneset active

show accounting log

Note  To issue commands with the internal keyword, you must have an account that is a member of the
network-admin group.

Verifying Basic Connectivity

Answer the following questions to verify basic connectivity between your end devices:

Are you using the correct fiber (SM or MM)?
Did you check for a broken fiber?

Is the Fibre Channel port LED on the connected module green, and do the LEDs on any host bus
adapter (HBA)/storage subsystem ports indicate normal functionality?

Is there a LUN masking policy applied on the storage subsystem? If yes, is the server allowed to see
the LUNSs exported by the storage array?

Is there a LUN masking policy configured on the host? Did you enable the server to see all the LUNs
it can access?

If LUN masking software is used, is the host’s pWWN listed in the LUN masking database?

Is the subsystem configured for an N port?

Examine the FLOGI database on the two switches that are directly connected to the host HBA and
subsystem ports. Also, verify that both ports (attached to MDS-A and MDS-B) are members of the same
VSAN. If both devices are listed in the FCNS database then ISLs are not an issue.

In Fabric Manager, choose Tools > Ping or Tools > Traceroute (or use the fcping or fetrace CLI
commands) to verify connectivity. See the “FC Ping and FC Traceroute” section on page B-4.
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Verifying SAN Element Registration

Answer the following questions to verify that your end devices are registered to the fabric:
e Are the HBAs and subsystem ports successfully registered with the fabric name server?
— In Device Manager, choose FC > Name Server.
— In the CLI, use the show fens commands.

¢ Does the correct pWWN for the HBAs and the storage subsystem ports show up on the correct port
in the FLOGI database?

— In Fabric Manager, choose Switches > Interfaces > FC Physical > FLOGI.
— In the CLI, use the show flogi commands.
e Are the HBA and storage subsystem on the same VSAN?
— In Fabric Manager, choose End Devices and verify the VSAN IDs are identical.
— From the CLI, use the show vsan membership command.
¢ Does any single zone contain both devices?

— In Fabric Manager, choose the Zone > Edit Full Zone Database and select the active zone set
(in bold) for the VSAN that contains the end devices. Verify that both devices are members of
the same zone.

— From the CLI, use the show zoneset active command.

Fibre Channel End-to-End Connectivity

Answering the following questions will help to determine if end-to-end Fibre Channel connectivity
exists from a host or subsystem perspective:

e Does the host list the subsystem’s port WWN (pWWN) or FC ID in its logs?

e Does the subsystem list the host’s pWWN or FC ID in its logs or LUN masking database?
e (Can the host complete a port login (PLOGI) to the storage subsystem?

e Is there any SCSI exchange that takes place between the server and the disk array?

e Is the HBA configured for N port?

You can use the HBA configuration utilities or the host system logs to determine if the subsystem pWWN
or FC ID is listed as a device. This can validate that FSPF is working correctly.

Fabric Issues

Answering the following questions will help to determine the status of the fabric configuration:
e Are both the HBA and the subsystem port successfully registered with the fabric name server?

¢ Does the correct pWWN for the server HBA and the storage subsystem port show up on the correct
port in the FLOGI database? In other words, is the device plugged into the correct port?

e Does any single zone contain both devices? The zone members can be WWNs or FC IDs.

e Is the zone correctly configured and part of the active configuration or zone set within the same
VSAN?

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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e Do the ISLs show any VSAN isolation?
¢ Do the host and storage belong to the same VSAN?

e Are any parameters, such as FSPF, static domain assignment, VSAN, or zoning, mismatched in the
configuration of the different switches in the fabric?

Port Issues

Initial tasks to perform while investigating port connectivity issues include:
e Verify correct media: copper or optical; single-mode (SM) or multimode (MM).
¢ Is the media broken or damaged?
e Is the LED on the switch green?
¢ Is the active LED on the HBA for the connected device on?

Basic port monitoring using Device Manager begins with the visual display in the Device View. (See
Figure 1-1.) Port display descriptions include:

e Green box: A successful fabric login has occurred; the connection is active.

¢ Red X: A small form-factor pluggable (SFP) transceiver is present but there is no connection. This
could indicate a disconnected or faulty cable, or no active device connection.

e Red box: An SFP is present but fabric login (FLOGI) has failed. Typically there is a mismatch in
port or fabric parameters with the neighboring device. For example, a port parameter mismatch
would occur if a node device were connected to a port configured as an E port. An example of a
fabric parameter mismatch would be differing timeout values.

¢ Yellow box: In Device Manager, a port has been selected.

e Gray box: The port is administratively disabled.

e Black box: An SFP is not present.

Figure 1-1 Device Manager: Device View
.Device Manager 2.1{2b) - c-186 172.22.31.186 [admin] - |EI|5| TjE Active
Device Physical Interface FC FICOM P Security  Admin  Logs  Help
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i Failed
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Trap (De)Register at 172 2231 156 failed: genErr Up Mlooven IlFail - [Minor  |Unreachakle j =
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Device Manager: Summary View

In Device Manager, selecting the Summary View expands the information available for port monitoring.
(See Figure 1-2.) The display includes:

VSAN assignment

For N ports, the port World Wide Name (pWWN) and Fibre Channel ID (FC ID) of the connected
device

For ISLs, the IP address of the connected switch
Speed
Frames transmitted and received

Percentage utilization for the CPU, dynamic memory, and Flash memory

Figure 1-2 Device Manager: Summary View
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Device Manager: Port Selection

To drill down for additional port information, use the Device View or Summary View. Select and
double-click any port. The initial display shows administrative settings for Mode, Speed, and Status, plus
current operational status, failure cause, and date of the last configuration change.

Additional tabs include:

Rx BB Credit—Configure and view buffer-to-buffer credits (BB_credits).

Other—View PortChannel ID, WWN, and maximum transmission unit (MTU), and configure
maximum receive buffer size.

FLOGI—View FC ID, pWWN, nWWN, BB_credits, and class of service for N port connections.
ELP—View pWWN, nWWN, BB_credits, and supported classes of service for ISLs.

Trunk Config—View and configure trunk mode and allowed VSANSs.

Trunk Failure—View the failure cause for ISLs.

Physical—Configure beaconing; view SFP information.

Capability—View current port capability for hold-down timers, BB credits, maximum receive buffer
size.
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Primary Troubleshooting Flowchart

The flowchart in Figure 1-3 shows the overall troubleshooting process. Begin any troubleshooting
investigation by checking one of the following four areas:

e Physical port issues
e Physical switch issues
e Fx port issues

e Fabric services

Figure 1-3 Troubleshooting Process Flowchart
Physical port Physical switch Fx port Fabric services
issues issues P issues
Port state Modules up? FLOGI Name server
EISL,
Hardware Power Host HBA PortChannel
Flapping Environment Device HBA VSAN
Analyze link I-!ardware Zoning
events issues?
FSPF
Software image
issues |
Domain ~
Manager 3

Overview of Symptoms

The symptom-based troubleshooting approach provides multiple ways to diagnose and resolve
problems. By using multiple entry points with links to solutions, this guide best serves users who may
have identical problems that are perceived by different indicators. Search this guide in PDF form, use
the index, or rely on the symptoms and diagnostics listed in each chapter as entry points to access

necessary information in an efficient manner.
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Using a given a set of observable symptoms on a Fibre Channel SAN, it is important to be able to
diagnose and correct software configuration issues and inoperable hardware components, so that the
problems are resolved with minimal disruption to the SAN environment. Those problems and corrective
actions include:

¢ Identify key Cisco MDS troubleshooting tools.

e Obtain and analyze Fibre Channel protocol traces using RSPAN on the CLI.

e Identify or rule out physical port issues.

¢ Identify or rule out switch module issues.

¢ Diagnose and correct Fx port issues.

e Diagnose and correct issues on the data path.

e Diagnose and correct advanced services issues.

e Recover from switch upgrade failures.

¢ Diagnose and resolve Fabric Manager and Device Manager configuration problems.

e Obtain core dumps and other diagnostic data for use by the TAC.

System Messages

The system software sends these syslog (system) messages to the console (and, optionally, to a logging
server on another system) during operation. Not all messages indicate a problem with your system. Some
messages are purely informational, while others might help diagnose problems with links, internal
hardware, or the system software.

This section contains the following topics:
e System Message Text, page 1-9
e Syslog Server Implementation, page 1-10
e Implementing Syslog with Fabric Manager, page 1-10
e Implementing Syslog with the CLI, page 1-11

System Message Text

Message-text is a text string that describes the condition. This portion of the message might contain
detailed information about the event, including terminal port numbers, network addresses, or addresses
that correspond to locations in the system memory address space. Because the information in these
variable fields changes from message to message, it is represented here by short strings enclosed in
square brackets ([ ]). A decimal number, for example, is represented as [dec].

PORT-3-IF_UNSUPPORTED_TRANSCEIVER: Transceiver for interface [chars] is not supported.

Use this string to find the matching system message in the Cisco MDS 9000 Family System Messages
Reference.

[ oL-9076-01
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Each system message is followed by an explanation and recommended action. The action may be as
simple as “No action required.” It may involve a fix or a recommendation to contact technical support
as shown in the following example:

Error Message PORT-3-IF_UNSUPPORTED_TRANSCEIVER: Transceiver for interface [chars]
is not supported.

Explanation Transceiver (SFP) is not from an authorized vendor.

Recommended Action Enter the show interface transceiver CLI command or similar Fabric
Manager/Device Manager command to determine the transceiver being used. Please contact your
customer support representative for a list of authorized transceiver vendors.

Syslog Server Implementation

The syslog facility allows the Cisco MDS 9000 Family platform to send a copy of the message log to a
host for more permanent storage. This can be useful if the logs need to be examined over a long period
of time or when the Cisco MDS switch is not accessible.

This example will demonstrate how to configure a Cisco MDS switch to utilize the syslog facility on a
Solaris platform. Although a Solaris host is being used, syslog configuration on all UNIX and Linux
systems is very similar.

Syslog uses the concept of a facility to determine how it should be handled on the syslog server (the
Solaris system in this example), and the message severity. Therefore, different message severities can be
handled differently by the syslog server. They could be logged to different files or e-mailed to a
particular user. Specifying a severity determines that all messages of that level and greater severity
(lower number) will be acted upon.

Note  The Cisco MDS messages should be logged to a different file from the standard syslog file so that they
cannot be confused with other non-Cisco syslog messages. The logfile should not be located on the / file
system, to prevent log messages from filling up the / file system.

Syslog Client: switchl

Syslog Server: 172.22.36.211 (Solaris)

Syslog facility: locall

Syslog severity: notifications (level 5, the default)
File to log MDS messages to: /var/adm/MDS_logs

Implementing Syslog with Fabric Manager

To configure system message logging servers, follow these steps:

Step 1 In Fabric Manager, choose Switches > Events > Syslog and click the Servers tab in the Information
pane.

In Device Manager, choose Logs > Syslog > Setup and click the Servers tab in the Syslog dialog box.
Step2  Click Create Row in Fabric Manager or Create in Device Manager to add a new syslog server.

Step3  Enter the name or IP address in dotted decimal notation (for example, 192.168.2.12) of the syslog server
in the Name or IP Address field.
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Step 4

Step 5

Step 6

Note

Set the message severity threshold by clicking the MsgSeverity radio button and set the facility by
clicking the Facility radio button.

Click Apply Changes in Fabric Manager or click Create in Device Manager to save and apply your
changes.

If CFS is enabled in Fabric Manager for the syslog feature, click CFS and commit these changes to
propagate the configuration through the fabric.

Device Manager allows you to view event logs on your local PC as well as those on the switch. For a
permanent record of all events that occur on the switch, you should store these messages off the switch.
To do this the Cisco MDS switch must be configured to send syslog messages to your local PC and a
syslog server must be running on that PC to receive those messages. These messages can be categorized
into four classes:

e Hardware—Line card or power supply problems
¢ Link incidents—FICON port condition changes
e Accounting—User change events

e Events—All other events

You should avoid using PCs that have IP addresses randomly assigned to them by DHCP. The switch
continues to use the old IP address unless you manually change it; however the Device Manager prompts
you if it does detect this situation. UNIX workstations have a built-in syslog server. You must have root
access (or run the Cisco syslog server as setuid to root) to stop the built-in syslog daemon and start the
Cisco syslog server.

Implementing Syslog with the CLI

Step 1

Step 2

To configure a syslog server using the CLI, follow these steps:

Configure the Cisco MDS switch:

switchl# config terminal
Enter configuration commands, one per line. End with CNTL/Z.
switchl (config)# logging server 172.22.36.211 6 facility locall

To display the configuration:

switchl# show logging server
Logging server: enabled
{172.22.36.211}
server severity: notifications
server facility: locall

Configure the syslog server:

a. Modify /etc/syslog.conf to handle locall messages. For Solaris, there needs to be at least one
tab between the facility.severity and the action (/var/adm/MDS_logs).

#Below is for the MDS 9000 logging
locall.notice /var/adm/MDS_logs

b. Create the log file.
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#touch /var/adm/MDS_1logs

c. Restart syslog.

# /etc/init.d/syslog stop
# /etc/init.d/syslog start
syslog service starting.

d. Verify syslog started.
# ps -ef |grep syslogd
root 23508 1 0 11:01:41 ? 0:00 /usr/sbin/syslogd
Step3  Test the syslog server by creating an event on the Cisco MDS switch . In this case, port fc1/2 was
bounced and the following was listed on the syslog server. Notice that the IP address of the switch is
listed in brackets.

# tail -f /var/adm/MDS_logs

Sep 17 11:07:41 [172.22.36.142.2.2] : 2004 Sep 17 11:17:29 pacific:
%$PORT-5-IF_DOWN_INITIALIZING: $%$SVSAN 1%$ Interface fcl/2 is down (Initializing)
Sep 17 11:07:49 [172.22.36.142.2.2] : 2004 Sep 17 11:17:36 pacific: %PORT-5-IF_UP:
%SVSAN 1%$S Interface fcl/2 is up in mode TE

Sep 17 11:07:51 [172.22.36.142.2.2] : 2004 Sep 17 11:17:39 pacific:

$VSHD-5-VSHD_SYSLOG_CONFIG_I: Configuring console from pts/0
(dhcp-171-71-49-125.cisco.com)

Troubleshooting with Logs

Cisco SAN-OS generates many types of system messages on the switch and sends them to a syslog
server. These messages can be viewed using Fabric Manager or the CLI to determine what events may
have led up to the current problem condition you are facing.

This section contains the following topics:
e Viewing Logs with Fabric Manager, page 1-12
e Viewing Logs with the CLI, page 1-13
e Viewing the Log from the Supervisor, page 1-13

Viewing Logs with Fabric Manager

Fabric Manager and Device Manager present concise views of the generated system messages and other
logged events:

¢ In Device Manager, click Logs to set up and view logs.
¢ In Fabric Manager, select the Logs tab at the bottom of the map pane to view log information.

e Learn to use Threshold Manager to alert you that critical statistics have exceeded a set threshold.
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Viewing Logs with the CLI

The following CLI commands are available to access and view logs on a switch:

Musky-9506# show logging ?

console Show console logging configuration
info Show logging configuration

last Show last few lines of logfile

level Show facility logging configuration
logfile Show contents of logfile

module Show module logging configuration
monitor Show monitor logging configuration
nvram Show NVRAM log

server Show server logging configuration
<cr> Carriage Return

Example 1-1 shows an example of the show logging CLI command output.

Example 1-1  show logging Command

Musky-9506# show logging server
Logging server: enabled
{10.91.51.204}

server severity: critical
server facility: user

Viewing the Log from the Supervisor

You can view system messages from Device Manager if Device Manager is running from the same
workstation as the Fabric Manager Server. Choose Logs > Events > current to view the system
messages on Device Manager. The columns in the events table are sortable. In addition, you can use the
Find button to locate text within the table.

You can view switch-resident logs even if you have not set up your local syslog server or your local PC
is not in the switch's syslog server list. Because of memory constraints, these logs will wrap when they
reach a certain size. The switch syslog has two logs: an NVRAM log that holds a limited number of
critical and greater messages and a nonpersistent log that contains notice or greater severity messages.
Hardware messages are part of these logs.

Use the show logging CLI command to view the logs on the supervisor.

Viewing NVRAM logs

System messages that are priority 0, 1, or 2 are logged into NVRAM on the supervisor module. After a
switch reboots, you can display these syslog messages in NVRAM using the show logging nvram CLI
command. See Example 1-2.

Example 1-2 Show logging nvram

switch# show logging nvram

2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-PS_OK: Power supply 2 ok (Serial

number )

2005 Sep 16 13:19:20 172.20.150.82 %$PLATFORM-2-PS_FANOK: Fan in Power supply 2 ok

2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-FANMOD_FAN_OK: Fan module 1 (Front fan) ok
2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-FANMOD_FAN_OK: Fan module 2 (Rear fan) ok
2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-CHASSIS_CLKMODOK: Chassis clock module A ok
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2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-CHASSIS_CLKMODOK: Chassis clock module B ok
2005 Sep 16 13:19:20 172.20.150.82 $PLATFORM-2-CHASSIS_CLKSRC: Current chassis clock
source is clock-A

2005 Sep 16 13:19:36 172.20.150.82 $PLATFORM-2-PFM_STDBY_BIOS_STUCK: standby supervisor
bios failed

2005 Sep 16 13:20:19 172.20.150.82 $IMAGE_DNLD-SLOT13-2-IMG_DNLD_STARTED: Module image
download process. Please wait until completion...

2005 Sep 16 13:20:32 172.20.150.82 $IMAGE_DNLD-SLOT13-IMG_DNLD_COMPLETE: Module image
download process. Download successful.

2005 Sep 16 15:44:46 172.20.150.82 $PLATFORM-2-PFM_STDBY_BIOS_STUCK: standby supervisor
bios failed

2005 Sep 16 15:44:53 172.20.150.82 $PLATFORM-2-MOD_ALL_PWRDN_NOXBAR: All modules powered
down due to non-availability of xbar modules

2005 Sep 16 15:45:41 172.20.150.82 $PLATFORM-2-MOD_PWRUP_XBAR: Modules powered up due to
xbar availability

2005 Sep 18 15:12:07 172.20.150.82 $MODULE-2-MOD_FAIL: Initialization of module 14
(serial: JAB092501FC) failed

Contacting Customer Support

If you are unable to solve a problem after using the troubleshooting suggestions in this guide, contact a
customer service representative for assistance and further instructions. Before you call, have the
following information ready to help your service provider assist you as quickly as possible:

e Date you received the switch
e Chassis serial number (located on a label on the right side of the rear panel of the chassis)
e Type of software and release number
e Maintenance agreement or warranty information
e Brief description of the problem
¢ Brief explanation of the steps you have already taken to isolate and resolve the problem
After you have collected this information, see the “Obtaining Technical Assistance” section on page Xxv.

For more information on steps to take before calling Technical Support, see the “Before Contacting
Technical Support” section on page A-1.
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Overview

Note

CHAPTER

Troubleshooting Installs, Upgrades, and Reboots

This chapter describes how to identify and resolve problems that might occur when installing, upgrading,
or restarting Cisco MDS 9000 Family products. It includes the following sections:

Overview, page 2-1

Best Practices, page 2-2

Disruptive Module Upgrades, page 2-4

Troubleshooting Fabric Manager Installations, page 2-4

Verifying Cisco SAN-OS Software Installations, page 2-5

Troubleshooting Cisco SAN-OS Software Upgrades and Downgrades, page 2-6
Troubleshooting Cisco SAN-OS Software System Reboots, page 2-12
Recovering the Administrator Password, page 2-30

Miscellaneous Software Image Issues, page 2-30

Each Cisco MDS 9000 switch ships with an operating system (Cisco SAN-OS) that consists of two
images—the kickstart image and the system image. There is also a module image if the Storage Services
Module (SSM) is present.

Installations, upgrades, and reboots are ongoing parts of SAN maintenance activities. It is important to
minimize the risk of disrupting ongoing operations when performing these operations in production
environments, and to know how to recover quickly when something does go wrong.

For documentation purposes, we use the term upgrade in this document. However, upgrade refers to both
upgrading and downgrading your switch, depending on your needs.
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Best Practices

This sections lists the best practices for Cisco SAN-OS software installations, image upgrade and
downgrade procedures, and reboots and includes the following topics:

e Best Practices for Installations, page 2-2
e Best Practices for Upgrading, page 2-2

e Best Practices for Reboots, page 2-3

Best Practices for Installations

Follow these best practices guidelines for installing Cisco SAN-OS software images:
e Server availability—Ensure that an FTP or TFTP server is available.

e Compatibility check from CLI—Use the show install all impact CLI command to verify that the
new image is healthy and the impact that new load will have on any hardware with regards to
compatibility. Check for compatibility.

e Compatibility check using Device Manager—Choose Admin > Show Image Version in the Device
Manager to view information on images in the directories of the MDS file system.

Best Practices for Upgrading

Not all images need to be updated during an upgrade. Use the following checklist to prepare for an
upgrade:

Checklist Checkoff

Copy the new Cisco SAN-OS image onto your supervisor modules in bootflash: or slotO:.

Save your running configuration to the startup configuration.

Backup a copy of your configuration to a remote TFTP server.

oo

Schedule your upgrade during an appropriate maintenance window for your fabric.

After you have completed the checklist, you are ready to upgrade the switches in your fabric.

Note It is normal for the active supervisor to become the standby supervisor during an upgrade.

Follow these best practices guidelines for upgrading and downgrading Cisco SAN-OS software images:

¢ Read the Cisco SAN-OS Release Notes for the release you are upgrading or downgrading to. Cisco
SAN-OS Release Notes are available at the following website:

http://cisco.com/en/US/products/ps5989/prod_release_notes_list.html

e Ensure that an FTP or TFTP server is available.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x


http://cisco.com/en/US/products/ps5989/prod_release_notes_list.html

| Chapter2

Troubleshooting Installs, Upgrades, and Reboots

Best Practices I

Send documentation comments to mdsfeedback-doc@cisco.com

Copy the startup-config to a snapshot config in NVRAM. This creates a backup copy of the
startup-config.

— In Device Manager, Choose Admin > Copy Configuration and select the startupConfig radio
button for the From: field and the serverFile radio button for the To: field. Set the other fields
and click Apply.

From the CLI, use the copy nvram:startup-config nvram-snapshot-config CLI command.

Where possible, choose to do a nondisruptive upgrade. You can nondisruptively upgrade to Cisco
SAN-OS Release 2.x from any Cisco SAN-OS software release beginning with Release 1.3(x). If
you are running an older version of Cisco SAN-OS, upgrade to Release 1.3(x) and then Release 2.x.

Establish a PC serial connection to each supervisor console to record upgrade activity to a file. This
catches any error messages or problems during bootup.

In Fabric Manager, choose Tools > Other > Software Install or click the Software Install icon on
the toolbar to use the Software Install Wizard.

From the CLI, use the install all [{asm-sfn | kickstart | ssi | system} URL] command to run a
complete script, test the images, and verify the compatibility with the hardware. See the “Installing
Cisco SAN-OS Software from the CLI” section on page 2-10. Using the install all command offers
the following advantages:

- You can upgrade the entire switch using the least disruptive procedure with just one command.

— You can receive descriptive information on the intended changes to your system before you
continue with the command.

— You have the option to cancel the command. Once the effects of the command are presented,
you can continue or cancel when you see this question (the default is no):

Do you want to continue (y/n) [n] :y

- You can view the progress of this command on the console, Telnet, and SSH screens.

— The image integrity is automatically checked, including the running kickstart and system
images.

— The command performs a platform validity check to verify that a wrong image is not used. For
example, the command verifies that an MDS 9500 Series image is not used inadvertently to
upgrade an MDS 9200 Series switch.

— After issuing the install all command, if any step in the sequence fails, the command completes
the step in progress and ends.

For example, if a switching module fails to be updated for any reason (for example, due to an
unstable fabric state), then the command sequence disruptively updates that module and ends.
In such cases, you can verify the problem on the affected switching module and upgrade the
other switching modules.

Best Practices for Rehoots

There are three different types of system restarts:

Recoverable—A process restarts and service is not affected.

Unrecoverable—A process has restarted more than the maximum restart times within a fixed period
of time (seconds) and will not be restarted again.

System hung/crashed—No communications of any kind is possible with the system.

[ oL-9076-01
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Schedule the reboot to avoid possible disruption of services during critical business hours.
)

Note  Log messages are not saved across system reboots. However, a maximum of 100 log messages with a
severity level of critical and below (levels 0, 1, and 2) are saved in NVRAM. You can view this log at
any time with the show logging nvram CLI command.

Disruptive Module Upgrades

Software upgrades for the SSM, MPS-14/2 or the IP Storage (IPS) services modules are disruptive.
These modules use a rolling upgrade install mechanism where the modules are upgraded in sequence.
After the first module upgrade finishes, and before the next module upgrade begins, Cisco SAN-OS
introduces a time delay to ensure that all applications in the module reach a steady state. The IPS
modules require a five-minute delay before the next IPS module upgrade can guarantee a stable state.

SSM supports nondisruptive upgrades for the Layer 1 and Layer 2 protocols under the following
conditions:

e SSM is running Cisco SAN-OS Release 2.1(2) or later and upgrading to a later release.

e The SSM hardware has the ELPD image for Release 2.1(2) installed. Use the show version module
<module number> epld CLI command and verify that the epld version is 0x07 or later.

¢ You have turned off all Layer 3 services on the SSM by deprovisioning the DPPs for Layer 3 service.

Troubleshooting Fabric Manager Installations

This section describes possible problems and solutions for a Fabric Manager installation failure. Fabric
Manager requires the appropriate version Sun JAVA JRE installed, based on the Fabric Manager release.
Table 2-1 shows the recommended JRE for Fabric Manager 2.x releases.

Table 2-1 Fabric Manager and Recommended JRE Version

Fabric Manager Release Recommended JRE Version
2.0(1b) through 2.1(1b) 1.4.2_05

2.1(2) or later 1.5.0

Fabric Manager and Device Manager do not operate properly with JRE 1.4.2_03 on Windows 2003.
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Symptom Fabric Manager or Device Manager will not start.

Table 2-2 Fabric Manager or Device Manager Will Not Start

Symptom Possible Cause Solution

Device Manager will not Device Manager proxied through Uncheck the Proxy SNMP through FM Server
start. Fabric Manager Server. check box in the Device Manager startup dialog

box and restart Device Manager.

Fabric Manager will not start. |Using incorrect Fabric Manager Server. | Verify that you are choosing the appropriate
Fabric Manager Server from the FMServer
pull-down menu. If you have not already done so,
download Fabric Manager Server.

Fabric Manager Server not running. On a Windows PC, click Start > Control Panel >
Administrative Tools > Services to verify that
Fabric Manager Server and Fabric Manager
database have started. The default setting for the
Fabric Manager Server is that the server is
automatically started when the PC is rebooted.

Incompatible JRE version. Verify that you have the correct JRE version
installed for the Fabric Manager release you
installed. Refer to the release notes for the
software version you installed to determine which
JRE version is compatible.

Improperly installed. If the problem remains, then remove the
application using the Cisco MDS 9000/Uninstall
program, then reinstall Fabric Manager.

Verifying Cisco SAN-0S Software Installations

In Fabric Manager, you can watch the progress of your software installation using the Software Install
Wizard. From the CLI, you can use use the show install all status command to watch the progress of
your software installation.

You can also use the show install all status CLI command to view the on-going install all command or
the log of the last installed install all command from a console, SSH, or Telnet session.

This command presents the install all output on both the active and standby supervisor module even if
you are not connected to the console terminal. It only displays the status of an install all command that
is issued from the CLI (not the GUI). See Example 2-1.

Example 2-1 install all Command Output

switch# show install all status

There is an on-going installation... <======-e-mememmmmmeeean in progress installation
Enter Ctrl-C to go back to the prompt.

Verifying image bootflash:/b-1.3.0.104

-- SUCCESS

Verifying image bootflash:/i-1.3.0.104

-- SUCCESS

Extracting “system” version from image bootflash:/i-1.3.0.104.
-- SUCCESS

Extracting “kickstart” version from image bootflash:/b-1.3.0.104.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
[ oL-9076-01 .m



Chapter2  Troubleshooting Installs, Upgrades, and Reboots |

M Troubleshooting Cisco SAN-0S Software Upgrades and Downgrades

Send documentation comments to mdsfeedback-doc@cisco.com

-- SUCCESS

Extracting “loader” version from image bootflash:/b-1.3.0.104.

-- SUCCESS

switch# show install all status

This is the log of last installation. <-=--=-=======-—=--= log of last install
Verifying image bootflash:/b-1.3.0.104

-- SUCCESS

Verifying image bootflash:/1-1.3.0.104

-- SUCCESS

Extracting “system” version from image bootflash:/i-1.3.0.104.

-- SUCCESS

Extracting “kickstart” version from image bootflash:/b-1.3.0.104.
-- SUCCESS

Extracting “loader” version from image bootflash:/b-1.3.0.104.

-- SUCCESS

Troubleshooting Cisco SAN-0S Software Upgrades and
Downgrades

This section discusses possible causes and solutions for a software installation upgrade or downgrade
failure. It includes the following symptoms:

e Software Installation Reports an Incompatibility, page 2-6

e Software Installation Ends with Error, page 2-8
Software Installation Reports an Incompatibility

Symptom The software installation reports an incompatibility.

Table 2-3 Software Installation Report Incompatibility

Symptom Possible Cause Solution

The software installation The running image may have a feature Review the incompatibility issues displayed by

reports an incompatibility. |enabled that is not compatible with the either the Fabric Manager Software Install Wizard
proposed new image. or the install all CLI command. Correct any

problems and retry the installation. See the
“Diagnosing Compatibility Issues” section on
page 2-6.

Verify what features are enabled on your switch
and disable any features that may not be
compatible with your new image. Refer to the
appropriate release notes for both images.

Diagnosing Compatibility Issues

To view the results of a dynamic compatibility check, use the show incompatibility system
bootflash:filename CLI command.
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Use the show incompatibility CLI command for diagnosis when the install all CLI command warns of
compatibility issues.

During an attempted upgrade, the install all CLI command may return the following warning:

Warning: The startup config contains commands not supported by the system image; as a
result, some resources might become unavailable after an install.
Do you wish to continue? (y/ n) [y]l: n

Use the show incompatibility CLI command to identify the problem.

Message | indicates that the remote SPAN (RSPAN) feature is in use, but it is not supported by the image
that was installed. The incompatibility is strict because continuing the upgrade might cause the switch
to move into an inconsistent state—that is, configured features might stop working.

switch# show incompatibility system bootflash:running-image

The following configurations on active are incompatible with the system image
1) Feature Index : 67 , Capability : CAP_FEATURE_SPAN_FC_TUNNEL_CFG
Description : SPAN - Remote SPAN feature using fc-tunnels

Capability requirement : STRICT

Message 2 indicates that the Fibre Channel tunnel feature is not supported in the new image. The RSPAN
feature uses Fibre Channel tunnels.
2) Feature Index : 119 , Capability : CAP_FEATURE_FC_TUNNEL_CFG

Description : fc-tunnel is enabled
Capability requirement : STRICT

[ oL-9076-01
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Software Installation Ends with Error

Symptom The software installation ends with an error.

Table 2-4

Software Installation Ends with Error

Problem

Possible Cause

Solution

The installation ends with an
error.

The standby supervisor module bootflash:
file system does not have sufficient space
to accept the updated image.

Remove unnecessary files from the filesystem. In
Device Manager, choose Admin > Flash Files
and delete unnecessary files. From the CLI, use
the delete command.

The specified system and kickstart images
are not compatible.

Check the output of the installation process for
details on the incompatibility. Possibly update the
kickstart image before updating the system image.

The install all command is issued on the
standby supervisor module.

Issue the command on the active supervisor
module only.

A module was inserted while the upgrade
was in progress.

Restart the installation. See the “Installing
SAN-OS Software Using Fabric Manager”
section on page 2-9 or the “Installing Cisco
SAN-OS Software from the CLI” section on
page 2-10.

The fabric or switch was configured while
the upgrade was in progress.

Wait until the upgrade is complete before
configuring the switch. In Device Manager,
choose Admin > CFS or from the CLI, use the
show cfs lock command to check that there are no
CFS commit operations in progress.

The switch experienced a power disruption
while the upgrade was in progress.

Restart the installation. See the “Installing
SAN-OS Software Using Fabric Manager”
section on page 2-9 or the “Installing Cisco
SAN-OS Software from the CLI” section on
page 2-10.

Incorrect software image path specified.

Specify the entire path for the remote location
accurately.

Another installation is already in progress.

Verify the state of the switch at every stage and
restart the installation after 10 seconds. If you
restart the installation within the 10-second span,
the command is rejected with an error message
indicating that an installation is currently in
progress.

Upgrading from Cisco SAN-OS 1.3(4b) or
earlier—installation fails if the /var
filesystem is full.

Use the show system internal flash CLI
command to determine the space available in /var.
The installation needs at least twice the size of the
new image in /var to proceed. Use the clear cores
CLI command to remove any unnecessary core
files and retry the installation. If it fails, use the
system switchover CLI command and retry.
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Installing SAN-0S Software Using Fabric Manager

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

To use the Software Install Wizard to install a new software image using Fabric Manager, follow these
steps:

Open the Software Install Wizard by clicking its icon in the toolbar (see Figure 2-1).
Figure 2-1 Software Install Wizard Icon

Software Install Wizard
|

armance  Server  Help |

\:,:EI‘}%'?EE%@ BN

4= & o ol e T

You see the Software Install Wizard.

Select the switches you want to install images on. You must select at least one switch in order to proceed.
Click Next.

Optionally, check the Skip Image Download check box and click Next to use images that are already
downloaded (the file is already on the bootflash: file system). Proceed to Step 7.

Click the row under the System, Kickstart, Asm-sfn, or ssi columns to enter image URIs.You must
specify at least one image for each switch to proceed.

Check the active (and standby, if applicable) bootflash: file system on each switch to see if there is
enough space for the new images. You can see this information in the Flash Space column.

This screen shows the active (and standby, if applicable) bootflash: memory space on each switch, and
shows the status (whether there is enough space for the new images). If any switch has insufficient space,
you cannot proceed. Deselect the switch without enough bootflash: memory by going back to the first
screen and unchecking the check box for that switch.

Click Next. You see the Select Download Image screen.

Double-click the table cell under System, Kickstart, Asm-sfn, or Ssi and select from a drop-down list of
images available in the bootflash: file system on each switch. You must select at least one image for each
switch to proceed.

)

Note  There is no limit on the number of switches you can upgrade. However, the upgrade is a serial
process; that is, only a single switch is upgraded at a time.

[ oL-9076-01
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Step 8
Step 9

Click Next. You see the final verification screen.

Click Finish to start the installation or click Cancel to leave the installation wizard without installing
new images.

S

Note  On hosts where the TFTP server cannot be started, a warning is displayed. The TFTP server may
not start because an existing TFTP server is running or because access to the TFTP port 69 has
been denied for security reasons (the default setting on LINUX). In these cases, you cannot
transfer files from the local host to the switch.

Note  Before exiting the session, be sure the upgrade process is complete. The wizard will display a
status as it goes along. Check the lower left-hand corner of the wizard for the status message
Upgrade Finished. First, the wizard displays the message success followed a few seconds later
by InProgress Polling. Then the wizard displays a second message success before displaying
the final Upgrade Finished.

Installing Cisco SAN-0S Software from the CLI

Step 1
Step 2
Step 3

To perform an automated software upgrade on any switch from the CLI, follow these steps:

Log into the switch through the console, Telnet, or SSH port of the active supervisor.
Create a backup of your existing configuration file, if required.
Perform the upgrade by issuing the install all command.

The example below demonstrates upgrading from SAN-OS 2.0(2b) to 2.1(1a) using the install all
command with the source images located on a SCP server.

e

Tip Always carefully read the output of install all’s compatibility check. This tells you exactly what
needs to be upgraded (BIOS, loader, firmware) and what modules are not hitless. If there are any
questions or concerns about the results of the output, select ‘n’ to stop the installation and
contact the next level of support.

ca-9506# install all system scp://testuser@dino/tftpboot/rel/ga/2_1_la/final/m95
00-sflek9-mz.2.1.la.bin kickstart scp://testuser@dino/tftpboot/rel/ga/2_1_ la/fin
al/m9500-sflek9-kickstart-mz.2.1.l1la.bin

For scp://testuser@dino, please enter password:

For scp://testuser@dino, please enter password:

Copying image from scp://testuser@dino/tftpboot/rel/ga/2_1_la/final/m9500-sflek9
-kickstart-mz.2.1.la.bin to bootflash:///m9500-sflek9-kickstart-mz.2.1.1la.bin.
[##HHSHSHHH#H######] 100% -- SUCCESS

Copying image from scp://testuser@dino/tftpboot/rel/ga/2_1_la/final/m9500-sflek9
-mz.2.1.la.bin to bootflash:///m9500-sflek9-mz.2.1.1la.bin.
[#####HAHHAHHH#H##H#H#] 100% -~ SUCCESS

Verifying image bootflash:///m9500-sflek9-kickstart-mz.2.1.la.bin
[#####HAHHAHHH#H##H#H#] 100% -~ SUCCESS
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Verifying image bootflash:///m9500-sflek9-mz.2.1.1la.bin

[#AHHHHHHHHHHHHSERSHE]

100%

-- SUCCESS

Extracting "slc" version from image bootflash:///m9500-sflek9-mz.2.1.1la.bin.

[#AHHHHHHHHHHHHSERSHE]

100%

-- SUCCESS

Extracting "ips" version from image bootflash:///m9500-sflek9-mz.2.1.la.bin.

[#AHHHHHHHHHHHHSERSHE]

Extracting "svclc" version from image bootflash:///m9500-sflek9-mz.2.1.1la.bin.
[##H##HHAHHHHHHHHH SRS

Extracting "system" version from image bootflash:///m9500-sflek9-mz.2.1.la.bin.
[##H##HHAHHHHHHHHH SRS

Extracting "kickstart" version from image bootflash:///m9500-sflek9-kickstart-mz

.2.1.1la.bin.

[#eH#HHHHHHAAHARERSHE]

Extracting "loader" version from image bootflash:///m9500-sflek9-kickstart-mz.2.

1.la.bin.

[HH#HHHHHH S HHHHRRRHHE]

Compatibility check is done:
Impact

Module

Images
Module

YOV oY oYU UT OO DWW N R

Do you want to continue with

Install is in progress,

bootable
ves
yes
ves
ves
yes
ves

100%

100%

100%

100%

-- SUCCESS

-- SUCCESS

-- SUCCESS

-- SUCCESS

100% -- SUCCESS

Install-type

non-disruptive rolling
non-disruptive rolling
disruptive rolling
disruptive rolling
non-disruptive reset

non-disruptive

reset

Reason

will be upgraded according to following table:
Running-Version

Image

svclc
svcsb
svcsb
bios
system
kickstart
bios
loader
system
kickstart
bios
loader

vli.

vl.

vl.

vl.

vl.

vl.

2.0(2b)

.0(10/24/03)

2.0(2b)

.0(10/24/03)

2.0(2b)

.0(10/24/03)

2.0(2b)
1.3(5m)
1.3(5m)

.0(10/24/03)

2.0(2b)
2.0(2b)

.0(10/24/03)

1.2(2)
2.0(2b)
2.0(2b)

.0(10/24/03)

1.2(2)

the installation

please wait.

vli.

vl.

vli.

vl.

vl.

vli.

.0(10/24/03

.0(10/24/03

.0(10/24/03

.0(10/24/03

.0(10/24/03

.0(10/24/03

New-Version

2.1(1la
2.1(1la
2.1(1la
2.1(1la
1.3(5m

1.3(5m

2.1(1la
2.1(1la

1.2(2
2.1(1la
2.1(1la

1.2(2

(y/n)? [n] ¥

Hitless upgrade is not supported
Hitless upgrade is not supported

Upg-Required
ves
no
ves
no
ves
no
ves
no
no
no
ves
ves
no
no
ves
ves
no
no

Syncing image bootflash:///m9500-sflek9-kickstart-mz.2.1.la.bin to standby.
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Step 4

[HHHHHHHHHHHHHHHHHHHH] 100% - SUCCESS

Syncing image bootflash:///m9500-sflek9-mz.2.1.1la.bin to standby.

[HHEHHHHHHHHHHHHHHHHHH] 100% —- SUCCESS

Setting boot variables.
[##fHSHSHSHSHHH######] 100% —-- SUCCESS

Performing configuration copy.
[##fHSHSHSHSHHH####4##] 100% —-- SUCCESS

Module 5: Waiting for module online.

2005 May 20 15:46:03 ca-9506 %KERN-2-SYSTEM MSG:
terminated. Please check the standby supervisor.

-- SUCCESS

"Switching over onto standby".

mts: HA communication with standby

Exit the switch console and open a new terminal session to view the upgraded supervisor module using

the show module command.

If the configuration meets all guidelines when the install all command is issued, all modules (supervisor
and switching) are upgraded. This is true for any switch in the Cisco MDS 9000 Family.

Troubleshooting Cisco SAN-0S Software System Reboots

This section lists possible problems and solutions for software reboots and includes the following topics:

e Power On or Switch Reboot Hangs, page 2-13
¢ Corrupted Bootflash Recovery, page 2-13
e Recovery Using BIOS Setup, page 2-15

e Recovery from the loader> Prompt, page 2-19

e Recovery from the switch(boot)# Prompt, page 2-20

e Recovery for Switches with Dual Supervisor Modules, page 2-21

e Recognizing Error States, page 2-23
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Power On or Switch Reboot Hangs

Symptom Power on or switch reboot hangs.

Table 2-5 Power-on or Switch Reboot Hangs
Problem Possible Cause Solution
Power on or switch reboot |The bootflash is corrupted. See the “Recovery for Switches with Dual Supervisor
hangs for dual supervisor Modules” section on page 2-21.
configuration.
Power on or switch reboot |The loader is corrupted. Interrupt the boot process and reconfigure the BIOS
hangs for single supervisor through the console port to load a new kickstart image
configuration. that updates to BIOS image. See the “Recovery Using
BIOS Setup” section on page 2-15.
The BIOS is corrupted. Replace this module. Contact your customer support
representative to return the failed module.
The kickstart image is corrupted. Interrupt the boot process at the >loader prompt. Update
the kickstart image. See the “Recovery from the loader>
Prompt” section on page 2-19.
Boot parameters are incorrect. Verify and correct the boot parameters and reboot.
The system image is corrupted. Interrupt the boot process at the switch#boot prompt.
Update the system image. See the “Recovery from the
switch(boot)# Prompt” section on page 2-20.

Corrupted Bootflash Recovery

All switch configurations reside in the internal bootflash. If you have a corrupted internal bootflash you
could potentially lose your configuration. Be sure to save and back up your configuration files
periodically. The regular switch boot goes through the following sequence (see Figure 2-2):

1. The basic input/output system (BIOS) loads the loader.
The loader loads the kickstart image into RAM and starts the kickstart image.

The kickstart image loads and starts the system image.

> W DN

The system image reads the startup configuration file.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Figure 2-2
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If the images on your switch are corrupted and you cannot proceed (error state), you can interrupt the

switch boot sequence and recover the image by entering the BIOS configuration utility described in the

following section. Access this utility only when needed to recover a corrupted internal disk.

A

Caution = The BIOS changes explained in this section are only required to recover a corrupted bootflash.
Recovery procedures require the regular sequence to be interrupted. The internal switch sequence goes
through four phases between the time you turn the switch on and the time the switch prompt appears on
your terminal—BIOS, boot loader, kickstart, and system (see Table 2-6 and Figure 2-3).
Table 2-6 Recovery Interruption
Phase Normal Prompt' |RecoveryPrompt? |Description
BIOS loader> No bootable The BIOS begins the power-on self test, memory test, and other
device operating system applications. While the test is in progress, press
Ctrl-C to enter the BIOS configuration utility and use the netboot
option.
Boot loader Starting loader> The boot loader uncompresses loaded software to boot an image using
kickstart its file name as reference. These images are made available through
bootflash. When the memory test is over, press Esc to enter the boot
loader prompt.
Kickstart Uncompressing |switch(boot) # When the boot loader phase is over, press Ctrl-] *(Control key plus
system right bracket key) to enter the switch (boot) # prompt. If the corruption
causes the console to stop at this prompt, copy the system image and
reboot the switch.
System Login: - The system image loads the configuration file of the last saved running
configuration and returns a switch login prompt.

1. This prompt or message appears at the end of each phase.

2. This prompt or message appears when the switch cannot progress to the next phase.

3. Depending on your Telnet client, these keys may be reserved and you need to remap the keystroke. Refer to the documentation provided by your Telnet

client.
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Figure 2-3 Regular and Recovery Sequence
2 3 4
Regular | Power | 3, Bootloader » ¢ Kickstart » ¢ SAN-0S Access
sequence on image image switch
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configuration state prompt state prompt
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Recovery Using BIOS Setup

To recover a corrupted bootflash: device (no bootable device found message) for a switch with a single
supervisor module, follow these steps:

Step 1 Connect to the console port of the required switch.

Step2  Boot or reboot the switch.

Step3  Press Ctrl-C to interrupt the BIOS setup during the BIOS memory test.
You see the netboot BIOS Setup Utility screen (see Figure 2-4).

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x
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Figure 2-4 BIOS Setup Utility

etup - Utility ul,
. Inc. Al right
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Note  Your navigating options are provided at the bottom of the screen.
Tab = Jump to next field
Ctrl-E = Down arrow
Ctrl-X = Up arrow
Ctrl-H = Erase (Backspace might not work if your terminal is not configured properly.)
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Step4  Press the Tab key to select the Basic CMOS Configuration.

You see the System BIOS Setup - Basic CMOS Configuration screen (see Figure 2-5).

Figure 2-5
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Step5  Change the Boot Ist: field to TFTP.

BIOS Setup Configuration (CMOS)
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Step6  Press the Tab key until you reach the Local IP Address field.

Step7  Enter the local IP address for the switch, and press the Tab key.

Step8  Enter the subnet mask for the IP address, and press the Tab key.

Step9  Enter the IP address of the default gateway, and press the Tab key.

Step10  Enter the IP address of the TFTP server, and press the Tab key.
Step11  Enter the image name (kickstart), and press the Tab key. This path should be relative to the TFTP server
root directory.
Caution  The file name must be entered exactly as it is displayed on your TFTP server. For example, if you have

a file named MDS9500-kiskstart_mzg.10, then enter this name using the exact uppercase characters and

file extensions as shown on your TFTP server.

[ oL-9076-01
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You see the configured changes (see Figure 2-6).

Figure 2-6 BIOS Setup Configuration (CMOS) Changes
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Step12  Press the Esc key to return to the main menu.

Step13 Choose Write to CMOS and Exit from the main screen to save your changes.

N

Note  These changes are saved in the CMOS.

A

Caution  The switch must have IP connectivity to reboot using the newly configured values.

You see the following prompt:
switch (boot) #

Step 14  Enter the init system command at the switch (boot)# prompt, and press Enter to reformat the file
system.

switch (boot)# init system

)

Note  The init system command also installs a new loader from the existing (running) kickstart image.

Step15 Follow the procedure specified in the “Recovery from the switch(boot)# Prompt” section on page 2-20.

Cisco MDS 9000 Family Troubleshooting Guide, Release 2.x



| Chapter2

Troubleshooting Installs, Upgrades, and Reboots

Troubleshooting Cisco SAN-0S Software System Reboots

Send documentation comments to mdsfeedback-doc@cisco.com

Recovery from the loader> Prompt

S

Note

pe

Step 1

Step 2

Step 3

The loader> prompt is different from the regular switch# or switch (boot)# prompt. The CLI
command completion feature does not work at this prompt and may result in undesired errors. You must
type the command exactly as you want the command to appear.

Use the help command at the 1oader> prompt to display a list of commands available at this prompt or
to obtain more information about a specific command in that list.

To recover a corrupted kickstart image (system error state) for a switch with a single supervisor module,
follow these steps:

Enter the local IP address and the subnet mask for the switch at he 10ader> prompt, and press Enter.

loader> ip address 172.16.1.2 255.255.255.0

Found Intel EtherExpressProl00 82559ER at 0xe800, ROM address 0xc000
Probing...[Intel EtherExpressProl00 82559ER]Ethernet addr: 00:05:30:00:52:27
Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 0.0.0.0

Gateway: 0.0.0.0

Specify the IP address of the default gateway.

loader> ip default-gateway 172.16.1.1
Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 0.0.0.0

Gateway: 172.16.1.1

Boot the kickstart image file from the required server.

loader> boot tftp://172.16.10.100/kickstart-imagel

Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 172.16.10.100

Gateway: 172.16.1.1

Booting: /kick-282 console=ttyS0,9600n8nn quiet loader_ver= “2.1(2)"....
............................................ Image verification OK
Starting kernel...

INIT: version 2.78 booting

Checking all filesystems..... done.

Loading system software

INIT: Sending processes the TERM signal

Sending all processes the TERM signal... done.

Sending all processes the KILL signal... done.

Entering single-user mode...

INIT: Going single user

INIT: Sending processes the TERM signal

switch (boot) #

The switch(boot) # prompt indicates that you have a usable Kickstart image.

[ oL-9076-01
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Step 4

Step 5

Issue the init system command at the switch (boot)# prompt.

switch(boot)# init system

Follow the procedure specified in the “Recovery from the switch(boot)# Prompt” section on page 2-20.

Recovery from the switch(boot)# Prompt

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

To recover a system image using the kickstart image for a switch with a single supervisor module, follow
these steps:

Change to configuration mode and configure the IP address of the mgmtO interface.

switch (boot)# config t
switch (boot) (config)# interface mgmtO

Follow this step if you issued an init system command. Otherwise, skip to Step 3.

a. Issue the ip address command to configure the local IP address and the subnet mask for the switch.

switch (boot) (config-mgmt0)# ip address 172.16.1.2 255.255.255.0

b. Issue the ip default-gateway command to configure the IP address of the default gateway.

switch (boot) (config-mgmt0)# ip default-gateway 172.16.1.1

Issue the no shutdown command to enable the mgmt0 interface on the switch.

switch (boot) (config-mgmt0)# no shutdown

Enter end to exit to EXEC mode.
switch (boot) (config-mgmt0) # end
If you believe there are file system problems, issue the init system check-filesystem command. As of

Cisco MDS SAN-OS Release 2.1(1a), this command checks all the internal file systems and fixes any
errors that are encountered. This command takes considerable time to complete.

switch(boot)# init system check-filesytem

Copy the system image from the required TFTP server.

switch (boot)# copy tftp://172.16.10.100/system-imagel bootflash:system-imagel

Copy the kickstart image from the required TFTP server.

switch (boot)# copy tftp://172.16.10.100/kickstart-imagel bootflash:kickstart-imagel
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Step 8

Step 9

Verify that the system and kickstart image files are copied to your bootflash: file system.

switch (boot)# dir bootflash:

12456448 Jul 30 23:05:28 1980 kickstart-imagel
12288 Jun 23 14:58:44 1980 lost+found/
27602159 Jul 30 23:05:16 1980 system-imagel

Usage for bootflash://sup-local
135404544 bytes used
49155072 bytes free
184559616 bytes total

Load the system image from the bootflash: files system.

switch(boot)# load bootflash:system-imagel
Uncompressing system image: bootflash:/system-imagel
CCCCCCCCCrreeeeeeceeeceecceeececececcececececececececececececececec

Would you like to enter the initial configuration mode? (yes/no): yes

~

Note  If you enter no at this point, you will return to the switch# login prompt, and you must manually
configure the switch.

Recovery for Switches with Dual Supervisor Modules

This section describes how to recover when one or both supervisor modules in a dual supervisor switch
have corrupted bootflash.

Recovering One Supervisor Module With Corrupted Bootflash

Step 1
Step 2

If one supervisor module has functioning bootflash and the other has corrupted bootflash, follow these
steps:

Boot the functioning supervisor module and log on to the switch.

At the switch# prompt on the booted supervisor module, issue the reload module s/of force-dnld
command, where slot is the slot number of the supervisor module with the corrupted bootflash.

The supervisor module with the corrupted bootflash performs a netboot and checks the bootflash for
corruption. When the bootup scripts discovers that the bootflash is corrupted, it performs an init system,
which fixes the corrupt bootflash. The supervisor boots up as the HA Standby.

[ oL-9076-01
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Recovering Both Supervisor Modules With Corrupted Bootflash

If both supervisor modules have corrupted bootflash, follow these steps:

Step 1 Boot up the switch and press the Esc key after the BIOS memory test to interrupt the boot loader.

N

Note  Press Esc immediately after you see the following message:
00000589K Low Memory Passed
00000000K Ext Memory Passed
Hit ~C if you want to run SETUP....

If you wait too long, you will skip the boot loader phase and enter the kickstart phase.

You see the loader> prompt.

A

Caution The loader> prompt is different from the regular switch# or switch (boot) # prompt. The
CLI command completion feature does not work at this prompt and may result in undesired
errors. You must type the command exactly as you want the command to appear.

L

Tip Use the help command at the 1oader> prompt to display a list of commands available at this
prompt or to obtain more information about a specific command in that list.

Step2  Specify the local IP address and the subnet mask for the switch.

loader> ip address 172.16.1.2 255.255.255.0

Found Intel EtherExpressProl00 82559ER at 0xe800, ROM address 0xc000
Probing...[Intel EtherExpressProl00 82559ER]Ethernet addr: 00:05:30:00:52:27
Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 0.0.0.0

Gateway: 0.0.0.0

Step3  Specify the IP address of the default gateway.

loader> ip default-gateway 172.16.1.1
Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 0.0.0.0

Gateway: 172.16.1.1

Stepd  Boot the kickstart image file from the required server.

loader> boot tftp://172.16.10.100/kickstart-latest

Address: 172.16.1.2

Netmask: 255.255.255.0

Server: 172.16.10.100

Gateway: 172.16.1.1

Booting: /kick-282 console=ttyS0,9600n8nn quiet loader_ver= “2.1(2)”"....
............................................ Image verification OK
Starting kernel...
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Step 5
Step 6
Step 7

Note

INIT: version 2.78 booting

Checking all filesystems..... done.

Loading system software

INIT: Sending processes the TERM signal
Sending all processes the TERM signal... done.
Sending all processes the KILL signal... done.
Entering single-user mode...

INIT: Going single user

INIT: Sending processes the TERM signal

switch (boot) #

The switch(boot) # prompt indicates that you have a usable Kickstart image.
Issue the init-system command to repartition and format the bootflash.
Perform the procedure specified in the “Recovery from the switch(boot)# Prompt” section on page 2-20.

Perform the procedure specified in the “Recovering One Supervisor Module With Corrupted Bootflash”
section on page 2-21 to recover the other supervisor module.

If you do not issue the reload module command when a boot failure has occurred, the active supervisor
module automatically reloads the standby supervisor module within 3 to 6 minutes after the failure.

Recognizing Error States

If you see the error messages displayed in Figure 2-7 or Figure 2-8, follow the procedure specified in the
“Recovery Using BIOS Setup” section on page 2-15.

Figure 2-7 Error State if Powered On and Ctri-C Is Entered
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Figure 2-8 Error State if Powered On and Esc Is Pressed
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Switch or Process Resets

When a recoverable or nonrecoverable error occurs, the switch or a process on the switch may reset.

Symptom The switch or a process on the switch reset.

Table 2-7 Switch or Process Resets

Problem Possible Cause Solution

The switch or a process on | A recoverable error occurred on the system |Cisco SAN-OS automatically recovered from the
the switch resets. or on a process in the system. problem. See the “Recoverable System Restarts”
section on page 2-25 and the “Switch or Process
Resets” section on page 2-24.

A nonrecoverable error occurred on the Cisco SAN-OS cannot recover automatically

system. from the problem. See the “Unrecoverable System
Restarts” section on page 2-29 to determine the
cause.

A clock module failed. Verify that a clock module failed. See the

“Troubleshooting Clock Module Issues” section
on page 3-13.<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>